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What Do You Consider First?
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BRKRST-2056: The QoS Paradigm Shift
https://cisco.box.com/s/8izevig4dk6gaggh3cmrcl16lugm6sdr8y
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Start by Defining Your QoS Strategy

Articulate Your Business Intent, Relevant Applications and End-to-End Strategy

],
CISCO.

Strategic QoS Design

Ar-A-Glance

The Quality of Service Challenge

Today there is a virtual explosion of rich media
applications on the IP network This explosion of content
and media types. both managed and un-managed.
requires network architects to take a new look at their
Quality of Service (Q05) designs.

Step 1: Articulate Business Intent and

Application Relevance

The first step may seem cbvious and superfuous, but in

actuality it is crucial: clearly define the business.

objectives that your QoS policies are to enable. These

may include any/all of the folowing:

- Guarantesing voice quality mests enterprise standards

= Ensuning a Quality clEtpenenae :QoEJtol wideo
network

response ‘tones for intaractive applications
. Manaam appllcamns aI are ‘bandwmm nngf

- |mpnwng nemork mllah«llty
= Hardening the network nfrastructure

With these goals in mind, network architects can cleariy
|dennfy which applications are relevant to their business.
Conversely, this exercise will alsc make it apparent
which applications are not relevant towards achieving
business objectives. Such applications may include
iented and/or i iented

applications.

Finally, there may be =ppumunsrpwmoe|s that ean fall
into either category of business relevance. For example.
HTTPHTTPS may cany busness-relevant fraffic or
consumer-oriented traffic, and as such cannot be clearly
classified in either category. Note: in such cases, deep
packet inspection technologies may be able 1o
discretely identy the applications being ransported,
allowing these to be properly classified in ine with
business objectives.

Figurs 1 Datarmining Application Buainass Relavance

Rakowant [
Urknman

Irmasarn

Step 2: Define an End-to-End QoS Design Strategy

infrastructure.

specifically the swapping oiCaJI-Slgndng and Bmadcast
Video markings (to C53 and CS5, ly). A summary

RFC 4524 also provides some application classification
rules to help network architects to assign applications to
the optimal traffic classes: these are summarized in the

following sections:

Business relevant application can be grouped into one of
four main categories:

+ control plane protocols

- voice applications

= video applications.

« data applications

Begnning with the control plane protocols, these may be
sub-divided further, as shown in Figure 3.

Figura 3 Contred Prang Tramc Classes
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+ Network Control—This trafiic class is intended for
network control plane traffic. which is required for reliable

operation of the enterprise network. Traffic in this class
should be marked C56 and provisioned with a

of Cisco’s implementation of RFC 4584 is pr
Figure 2.

Figure 2 Claco [RFC 4534-Based) QoS Recommendationa

but queue.
'WRED should not be enabled on this class, as network
control raffic should not be dropped. Example traffic
incudes EIGRP. OSPF, BGP_HSRP, IKE. etc.

+ Signaling—This raffic class is intended for signaling
traffic that supports IP voice and video telephony. Traffic
in this class shauld be marked CE3 and pmlsiened with
a
queue. WRED should not be enabled on this class, as
signaling traffic should not be dropped. Example fraffic
inchudes SCCP, SIP, H. 323, etc.

e (CAM}—
This traffic dass is intended for network operations,
administration, and management traffic. This class is
critical to the ongoing maintenance and support of the:
network. Traffic in this class should be marked C32 and

with a but
bandwidth queus. WRED sheuld not be enabled on this
class, as OAM traffic should not be dropped. Example
traffic includes S5H. SNMP, Syslog, etc.

Ci500's RFC 4554-B3s20 Q05 Design Strategy

Ab-A-Glance

Provisioning for woice is relatively straightforwarnd:

* Voice—This traffic class is intended for voice/audio
traffic (VolP signaling raffic is assigned to the "Call-
Signaling” class). Traffic assigned to this class should be
marked EF. This class is provisioned with an Expedited
Forwarding (EF) Per-Hop Behavior (PHB). The EF PHB-
defined in RFC 3248-is a strict-priorty queuing service
and. as such, admission to this class should be
controlled . Example traffic includes G.711 and G.728a,
as well 35 the audio components of multmed:a

i like Ci Jabber, WebEx and
Spark.

Vid the ott
requirements depen:llng on ma rype as |Ilumned in
Figure 4.

Flgure 4 Video TraMc Clasass
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Two key questions need io be answered to determine
the optimal traffic classification for a video appiication

« 15 the video unidirectional or bedirectional?

+ is the video elastic or inelastic?

“Elastic™ fiows are able to adapt to network congestion
andior drops (by reducing frame rates, bit rates,
compression rates, etc.); “inelastic” fiows either do not
have such capabifies or—in order to meet specfic
business configured not to utilize these.

With these two questions answered, videa applications
may be assigned to their respective raffic classes,
including:

+ Broadeast Video—This trafiic class is intended for
broadeast TV, live events, video surveillance flows. and
similar “inelastic” streaming video flows Traffic in this
class should be marked Class Selector § (C55) and may
be prowisioned with an EF PHB: as such, admission to
this class should be controlled. Example traffic includes
live Cisco Enterprise TV (ETV) streams, and Cisco IP
Video Surveillance.

* Real-Time Interactive—This traffc dass is intended for
inelastic @ video

possible, signaling and data sub-components of this class
should be separated out and assigned to their

. lensa:d:oﬂal I]ztz—Thl; n'aﬂ"!: daﬁ; is intended for

Traffic in this
Dlass snDuI:I be marked AF Class 2 {A.F21) and should be

traffic dasses Traffic in this class should be marked C54
and may be provisicned with an EF PHE: as such,
admission to this class should be controlled. An example
application is Cisco TelePrasence

* Multimedia Conferencing—This raffic class is
intended for elastic interactive multimedia collaboration
applications. Whenever possible, signaling and data sub-
compenents of this class should be separated out and
assigned to their respective traffic classes. Traffic in this
class should be marked Assured Forwarding (AF) Class 4
(AF41) and should be provisicned with a guaranteed
bandwidth queue with DSCP-based Weighted-Random
Early Detect (DECP-WRED) enabled. Traffic in this dass
may be subject to policing and re-marking. Example
applications include Cisco Jabber, WebEx and Spark.

* Multimedia $treaming—This traffic class is intended for
elastic streaming video applications, such as Video-on-
Demand (VeoD). Traffic in this dass should be marked AF
Class 3 (AF31) and should be provisioned with a

guaranteed bandwidth queuve with DSCP-based WRED
Snabied Example applications inckude Cisco Digital
Media System Video-on-Demand (VoD) streams, E-
Leaming videos. efc.

Flgure 5 Data Traffic Classes

When it comes to data applications, there is really only
one key question to answer (as illustrated in Figure 5](
+ ks the data application “foreground” or

“Foreground™ refers to applications from which users
expect a response—via the network—in order to continue
with their tasks; excessive latency to such applications
will directly impact user productvity.

Conversely, “background™ applications—whie business.
refevant—do not directly impact user productivity and
typically consist of machine-o-machine fiows.

with 3 dedicated queus with DSCP-
WRED enabled. This trafiic dass may be subject to policing
and le-mamng Etanue appllcancns ndude nala

Enterprise Resoume Planning (ERP) applmanms
Customer {CRM)
database applications, etc.

* Bulk Data—This wraffic class is intended for non-

" data ions Traffic in this
class should be marked AF Class 1(AF11)and should be
provisioned with a dedicated bandwidth queue with DSCP-
'WRED enabled. This traffic class may be subject to policing
and re-marking. Examgle applications include: E-mail,
backup operations, FTF/SFTF transfers, video and content
disiribution, ete.

With all business-relevant applications assigned to their
respective traffic classes, then only two types of raffic
classes are left to be provisioned:

* Best Effort (the Default Class}—This traffic class is the-
default class. The vast majority of applications will continue
to default to this Best-Effort service class: as such, this
default class should be adequately provisioned. Traffic in
this class is marked Default Forwarding (DF or DSCP 0}
and should be provisioned with a dedicated queue. WRED
is recommended to be enabled on this class.:

* Scavenger—This traffic class is intended for all
zppuczncm that have been previously identified as
business-imelevant These may inchude video applications
ihatarE consumer and/or enterainment-orientsd. The
approach of a “less-than Best-Efort” senvice class for non-
business applicaions (as opposed o shutting these down
entrely) has proven to be a popular, politcal compromise.
These applications are permitted on business networks
when bandwidth is available: however, as soon as the
network experiences congestion, this class is the most
aggressively dropped. Traffic in this class shoukd be
marked C51 and should be provisioned with a minimal
bandwidth queue that is the first to starve should network:
congestion oceur. Example trafic includes Netfix,
YouTube, Xbox Live/380 Movies, iTunes, BitToment. etc

more detals, see:

[

And the Clsco Press Book: End-io-End QoS Network Deslgn |Secont Ston-Ciagter 10

and_MAN/Q0S_SRND_40iGoSintro_40.niml
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The Case for Campus QoS

A The primary role of QoS in campus networks is to manage packet loss
A In campus networks, it takes only a few milliseconds of congestion to cause drops
A Rich media applications are extremely sensitive to packet drops
A Queuing policies at every node can prevent packet loss for real-time apps

A The secondary role of QoS in campus networks is to condition traffic at the access
edge, which can include any of the following:

A Trust
A Classify and Mark
A Police

Cisco (l.l/f/



Why Is Video So Sensitive to Packet Loss?

1080p60

1080 x 1920 lines =
2,073,600 pixels per frame
X 24 bits of color per pixel
x 60 frames per second

= 2,985,984,000 bps

or 3 Gbps Uncompressed!

1080 lines of Horizontal Resolution

Cisco (H264/H.265) codecs transmit 3-5 Mbps per 1080p60 video stream
which represents over 99.8% compression (~ 1000:1)
Packet loss is proportionally magnified by compression ratios
Users can notice a single packet lost in 10,0000
Making HD Video One Hundred Times More Sensitive to Packet Loss than VolP!
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VoIP vs. HD Videod At the Packet Level

Voice Packets Video Packets

1400 1400 1T 1 \igeo Video Video |

e

1000 T 1000 T
Bytes
600 T Audio 600 T
Samples
200 T 200 T
r
—> D e e——

20 msec 33 msec



Campus QoS Design Considerations
How Long Can Queue-Buffers Accommodate Line-Rate Bursts?

GE Linecard Example Begin dropping at 11 ms

KBytes Per ms

but overall utilisation is only 1%!

140 7= Gbps Line Rate GE Linecard Example (WS-X6148)

120
100 Total Per-Port Buffer: 5.4 MB
80
60 Total Per-Queue Buffer*: 1.35 MB
40
20 Gbps Line Rate: 1 Gbps = 125 MB/s
0 - or 125 KB/ms
SR8 8RB RIBIORIBRSIRIBIIR
AAd NN NMOSTSTIT IO O O ONDNMNOWOW®ODO O . .
Total Per-Queue Buffering Capacity: 10.8 ms
\ e }
Y *Assuming (4) equal-sized queues

Cisco{l.l/f/ 1 second



Campus QoS Design Considerations
How Long Can Queue-Buffers Accommodate Line-Rate Bursts?

10-GE Linecard Example Begin dropping at 9 ms
/ but overall utilisation is still only 1%!
140

0 : .
> & 10 Gbps Line Rate 10 GE Linecard Example (WS-X6908)

KBytes Per ms

1000
800
600
400
200

0 -

Cisco{l.l/f/ 1 second

Total Per-Port Buffer: 90 MB

Total Per-Queue Buffer*: 11.25 MB

Gbps Line Rate: 10 Gbps = 1.25 GB/s
or 1250 KB/ms

o O o
— 0O O

\ e )
f

130
170
210
250
290
330
370
410
450
490
530
570
610
650
690
730
770
810
850
890
930
970

Total Per-Queue Buffering Capacity: 9.0 ms

*Assuming (8) equal-sized queues



Oversubscription in the Campus —— GE Link

10GE Link
40GE Link
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40GE Link
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Oversubscription in the Campus —— GE Link

10GE Link
40GE Link
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Know Your Tools

A Catalyst and Nexus switch hardware
A Software and Syntax

A Global Default QoS Settings

A Trust States and Conditional Trust

A Logical vs. Physical Interface QoS

A Ingress and Egress Queuing Models

Cisco (fo/
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